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Research Fundamentals: Statistical Considerations in
Research Design: A Simple Person’s Approach

JAMES B. JONES, MD, PHARMD

Abstract. A basic understanding of statistical meth-
odology is essential, both for designing quality re-
search projects and for evaluating the medical liter-
ature. Careful statistical planning, including the
selection of study endpoints, the determination of the
required sample size, and the selection of statistical
tests to be used in the data analysis, is important to
ensure a successful research project. The purpose of
this article is to provide a basic review of statistical

terms and methods for both the researcher and the
clinician, as well as to clarify questions that need to
be answered prior to embarking on an experimental
study. The advantages of collaborating with statisti-
cal consultants, and some guidelines for such collab-
orations, are discussed as well. Key words: statistical
methods; clinical research; hypothesis testing; statis-
tical tests. ACADEMIC EMERGENCY MEDICINE
2000; 7:194–199

THE MOST powerful tool for advancing the
knowledge base of a medical specialty is a

well-designed clinical research program. Informa-
tion generated by such a program should directly
influence the practice of clinical medicine in the
emergency department (ED). A basic understand-
ing of statistical methodology is essential, both for
designing quality research projects and for evalu-
ating the medical literature. However, just the
thought of statistics intimidates many physician
investigators. Statistical planning, prior to the ini-
tiation of a study, is essential to ensure a success-
ful research project. Particular attention should be
paid to choosing the proper study design,1 analysis
methods,2 and number of subjects.3

The purpose of this article is to provide a basic
review of statistical terms and methods for both
the researcher and the clinician, as well as to clar-
ify questions that need to be answered prior to em-
barking on an experimental study.

ESTABLISHING THE
RESEARCH QUESTION

One of the most important and difficult steps in
clinical research is the selection of the research
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question.4,5 A good research question must fulfill
several criteria, including originality, feasibility,
and clinical relevance. Research questions can
have their origins from various sources: one’s own
clinical experience and observations, gaps in the
medical literature, or conversations with your col-
leagues. Identifying a research question frequently
takes a significant amount of time and review of
the literature.5

HYPOTHESIS TESTING

After a research question has been defined, the
endpoint must be determined. For example, an in-
vestigator is interested in whether a new analgesic
can reduce an ED patient’s level of pain. To eval-
uate this, the researcher could use a 100-mm
visual analog scale to allow the patient to assign a
number to his or her level of pain at any given
point in time.

When both the research question and the end-
point have been agreed upon, the investigator
needs to formally define the hypothesis for the
study.6,7 The hypothesis is the statement that the
project is designed to prove or to disprove. Statis-
tical methods allow investigators working with a
sample of observations (data) derived from a group
of subjects to make generalizations regarding the
population from which the subjects were obtained.
This process is referred to as hypothesis testing.7

There are certain assumptions regarding the pop-
ulation that must be made in order to allow statis-
tical interpretation of the hypothesis. For example,
one must assume that the study group is a random
sample from a given population. If the measured



ACADEMIC EMERGENCY MEDICINE • February 2000, Volume 7, Number 2 195

TABLE 1. Definitions of Commonly Used Statistical Terms

Term Definition

Null hypothesis The hypothesis that there is no dif-
ference between the groups being
compared, with respect to the
measured variable.

Alternative hypothesis The hypothesis that a difference does
exist between the groups being
compared, with respect to the
measured variable. This hypothe-
sis must define the magnitude of
the difference.

a The maximum p-value to be consid-
ered statistically significant. The
risk of committing a type I error,
assuming the null hypothesis is
true.

b The risk of committing a type II er-
ror, assuming the alternative hy-
pothesis is true.

Power The probability that the study will
detect the treatment effect defined
by the alternative hypothesis, if it
truly exists.

Type I error The error that results if a true null
hypothesis is rejected, i.e., if one
concludes a difference exists when
there really is no difference; a
false positive.

Type II error The error that results if a false null
hypothesis is accepted, i.e., if a dif-
ference is not detected when a dif-
ference exists and it is as big as
that defined by the alternative hy-
pothesis; a false negative.

p-value The probability of observing a differ-
ence as large as or larger than the
one actually observed, by chance
alone, assuming there is no differ-
ence between the groups.

characteristic of the population being studied fol-
lows a normal distribution (i.e., a bell-shaped
curve), the data generated from the study will also
follow a normal distribution. Such data are called
‘‘parametric’’ data.

In classic hypothesis testing, a calculated
p-value is used to decide which of two hypotheses
is supported by the data.7–9 The two hypotheses
are the null hypothesis and the alternative hy-
pothesis (Table 1). The null hypothesis states that
there is no difference between the groups being
compared, with respect to the characteristic being
measured. For example, in a study evaluating a
new analgesic for pain control, the null hypothesis
might state that no difference exists in the amount
of pain relief obtained from the new analgesic com-
pared with the control agent. The alternative hy-
pothesis, on the other hand, might state that there
is a difference between the two treatments being
tested. The difference defined by the alternative
hypothesis is the treatment effect the study is de-
signed to detect. For example, the treatment effect
may be a difference of 30 mm using a 100-mm vi-
sual analog pain scale.

The alternative hypothesis can be stated in dif-
ferent ways, depending on the investigator’s ex-
pectation about the direction of the treatment ef-
fect. It can state that there is a difference of a
certain magnitude without indicating a direction,
leaving open whether the effect is positive or neg-
ative in the test group relative to the control. This
is called a two-tailed or nondirectional alternative
hypothesis. It can also be given a direction, stating
that the effect of the treatment is either better or
worse than the control. This is called a one-tailed
or unidirectional hypothesis. In general, two-tailed
alternative hypotheses are preferred. In either
case, the magnitude and direction of the difference,
if any, should be clearly stated in the study pro-
posal. Defining the null and alternative hypotheses
is a prerequisite to: 1) determining the study de-
sign; 2) determining the sample size; and 3) deter-
mining the statistical methods to be used in the
analysis.

Once the hypotheses have been clearly defined
and the study data obtained, a statistical test
(which is really a mathematical formula) is used
to calculate a p-value. The p-value is used to de-
termine which of the hypotheses will be accepted
as true. A great deal of statistical literature re-
volves around the topic of selecting the correct sta-
tistical test.2 To select the correct test, one must
assess the type of data (nominal or categorical, or-
dinal, continuous) and, for continuous data, decide
whether it is safe to assume that they will be nor-
mally distributed.10 In addition, one must define
whether the measurements are paired (e.g., before-
and-after measurements on each subject) or un-

paired. Table 2 lists some common statistical tests.
Next, one must select the ‘‘level of significance,’’

denoted as a. The value of a is the maximum
p-value to be considered statistically significant.
This value also gives the probability of rejecting
the null hypothesis, when the null hypothesis is
true and there is no difference between the groups.
For example, in the case of the new analgesic, one
could conclude that there is a difference between
the new analgesic agent compared with the control
when, in fact, the two provide the same amount of
pain relief. The value of a has traditionally been
set at 0.05. The smaller the value of a, the less
likely we will incorrectly reject the null hypothesis,
but the harder it is to detect a true difference be-
tween the groups.
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The next step in hypothesis testing is to calcu-
late the p-value, using the appropriate statistical
test. The p-value is the probability of obtaining
data showing as large a difference between the two
groups as that actually observed, or a larger dif-
ference, by chance alone under the assumption
that there really is no difference between the
groups (the null hypothesis is true). The smaller
the p-value, the more inconsistency exists between
the observed data and the null hypothesis. If the
p-value is less than a, then the null hypothesis is
rejected and the alternative hypothesis is accepted
by default.

TYPES OF ERRORS

In determining whether the two groups are the
same (the null hypothesis is accepted) or they are
different (the alternative hypothesis is accepted),
two potential errors can be made. These errors are
called a type I error and a type II error. A type I
error occurs when the null hypothesis is rejected
(a p-value less than a is obtained) when it is ac-
tually true and there is really no difference be-
tween the two groups being compared. When this
occurs, the investigators will report that a differ-
ence exists between the two groups being studied,
when in fact no difference exists. The chance of
this occurring, when there is no difference between
the populations of subjects being compared, is
given by a.

A type II error occurs when the null hypothesis
is not rejected (a p-value greater than a is ob-
tained), when in fact a difference does exist be-
tween the two groups, and the difference is as
large as that defined by the alternative hypothesis.
The probability of committing this type of error,
when the difference defined by the alternative hy-
pothesis does exist, is denoted by b. This type of
error commonly occurs when an insufficient num-
ber of subjects are studied. In fact, the smaller the
size of the treatment effect the study is designed
to detect, the larger the sample size must be to
reliably reach statistical significance and minimize
the chance of committing a type II error.3

The power of the study is the probability that
the study will detect the predetermined treatment
effect between the two study groups, if it truly ex-
ists, given the value of a and the sample size.11

Since b is the chance of not finding the true treat-
ment effect, power is given by (1 2 b). Since the
power of the trial is the chance of finding a true
treatment effect, the quantity (1 2 power) is the
chance of committing a b (type II) error. Power can
be calculated using a number of software packages,
or published tables12,13; however, it is often useful
to consult with a statistician or mentor with a
strong statistical background to ensure the calcu-

lation is performed correctly. Power is commonly
set at 80% or 95%. A power of 95% is generally
preferred, although it requires a larger sample
size. A larger power assures the reader that, if the
treatment effect defined by the alternative hypoth-
esis was really there, a statistically significant
p-value would likely have been obtained. It is es-
sential to assess the power of a study that fails to
identify an expected treatment difference. If the
power is too low, the negative result is unreliable
and does not reliably exclude the existence of the
defined difference between the groups.3

SAMPLE SIZE PLANNING

Determination of the appropriate sample size is
sometimes referred to as power analysis, since the
sample size is the primary determinant of the
power of a study, which is under the control of the
investigator. The calculation of a sample size re-
quired to find a treatment effect between two study
groups is based on several important factors, in-
cluding: the desired effect size and expected vari-
ability in the observed data, the value of a, the
desired b or power, and the study design.3,11–13 Of-
ten trade-offs must be made between a, b or de-
sired power, and the minimum effect size sought,
to yield a practical sample size. This is an area
where a good statistical consultant or mentor can
be quite helpful. With currently-available statisti-
cal software programs, sample size calculations
can be performed for most studies.

PLANNING THE STATISTICAL ANALYSIS

Careful planning of the statistical analysis to be
performed at the end of a study is essential to min-
imize the chance of drawing erroneous conclusions.
In general, one should define a single primary com-
parison that will answer the research question.
Secondary comparisons, such as the comparison of
secondary endpoints or the comparison of baseline
(prior to intervention) characteristics, should be
defined as well. These comparisons must be de-
fined prior to data collection. The study should be
designed to have an adequate sample size to reli-
ably detect a clinically important treatment effect
in the primary outcome, as defined by the alter-
native hypothesis. Any subgroups of individuals to
be considered separately must be defined prospec-
tively.14,15 Any baseline characteristics that may af-
fect patient outcome of the study must be ac-
counted for in the statistical analysis, either by
comparing these baseline characteristics between
treatment groups, or by their inclusion in a mul-
tivariate model (e.g., logistic regression).

The choice of the appropriate statistical test to
use to determine the p-value rests on the choice of
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TABLE 2. Common Statistical Tests

Statistical Test Description

Student’s t-test A test for continuous data, to deter-
mine whether the means of two
groups are equal. Assumes the
data follow a normal distribution
and have equal variances in the
two groups. Both paired and un-
paired forms of the test exist.

Wilcoxon rank sum
test

A test for ordinal or continuous data,
similar to Student’s t-test, but
does not require that the data be
normally distributed or that the
variances be equal in the two
groups. For paired measurements
the Wilcoxon signed rank test is
used instead.

Chi-square test A test for categorical data with two
or more treatment and outcome
categories, to determine the effect
of the treatment on outcome. As-
sumes five or more subjects ex-
pected in each ‘‘cell’’ of the contin-
gency table.

Fisher’s exact test A test similar to the chi-square test,
but useful when five or fewer ob-
servations are expected in some
‘‘cells.’’

Analysis of variance
(ANOVA)

A test for continuous, normally dis-
tributed data, to compare the
means of three or more groups.
Also assumes that data from all
groups have equal variances.

Kruskal-Wallis test A test for ordinal or continuous data,
analogous to the Wilcoxon rank
sum test, but used when there are
three or more groups being com-
pared. Also analogous to one-way
ANOVA, but does not require nor-
mally distributed data.

the endpoint, the selection of the most efficient de-
sign (e.g., paired vs unpaired measurements), and
the type of data to be collected. The most impor-
tant of these criteria is the type of data collected,
whether categorical or nominal, ordinal, or contin-
uous. For continuous data, it is important to assess
whether the data are likely to be normally distrib-
uted. It is important that researchers understand
the type of data they are collecting before they
choose a statistical method. The most common sta-
tistical tests,2 and the type of data for which they
are suited, are shown in Table 2.

Categorical refers to data without numerical
value, which are also referred to as nominal data.
Categorical data divide subjects into categories
(e.g., gender, ethnicity, survival to hospital dis-
charge). Analysis methods for this type of data in-
clude the chi-square test and Fisher’s exact test.

Ordinal data are characteristics that have an
underlying order to their values, but the particular
numbers are arbitrary. For example, the Glasgow
coma score is probably best treated as ordinal,
since it is unknown whether the difference be-
tween 14 and 15 is the same as the difference be-
tween 3 and 4. This type of data requires ranking
or categorical methods of analysis.16

Continuous or interval data are data from a
scale that measures numerical characteristic with
values that occur on a continuum; for example,
age, heart rate, or body temperature. In addition,
differences between two values have specific mean-
ing. This type of data are commonly analyzed us-
ing Student’s t-test or the Wilcoxon rank sum test.
These tests compare the means or medians of var-
iables between two groups of subjects. Student’s
t-test requires that the data from the two groups
be normally distributed and have equal variances,
whereas the Wilcoxon rank sum test does not have
these requirements.10,16 If three or more groups are
being compared, one-way analysis of variance
(ANOVA) and the Kruskal-Wallis tests can be used.

Student’s t-test and ANOVA are examples of
parametric statistical tests. These tests assume
that the data follow a normal distribution and all
groups yield data with equl variances. If the data
are not normally distributed, then nonparametric
statistical tests are indicated.10,16 The Wilcoxon
rank sum test can be used for unpaired samples,
while the Wilcoxon signed rank test can be used
for paired samples. Samples can be paired if the
two data points are obtained from an individual
subject (e.g., predrug and postdrug pain scores).
Unpaired samples occur when single data points
from many individuals are being compared.

A potential problem exists if a single patient
has multiple observations in the course of a study,
or if there are multiple endpoints to be com-
pared.17–22 For example, consider a study in which

a visual analog pain scale is administered every 5
minutes for 30 minutes (a total of six observations)
after a baseline measurement. Normally, when two
groups of measurements are compared statistically
(baseline and 30-minute pain scores), if the two
groups are identical there is still a 5% or a chance
that a statistically significant p-value will be ob-
tained. If the investigator performs multiple com-
parisons using the data (baseline vs 5 minutes,
baseline vs 10 minutes, etc.), the risk of at least
one false-positive p-value is increased, because the
risk associated with each test is incurred multiple
times.17 The overall risk of at least one type I or
false-positive error is roughly equal to the a value
used in each test, multiplied by the total number
of tests performed. This is the basis for the Bon-
feronni correction.17 The Bonferonni correction is a
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TABLE 3. Services a Statistician May Provide

1. Recommend study design
2. Recommend sample size
3. Contribute technical writing/editing of proposal
4. Help design data collection forms
5. Recommend data entry/management systems

6. Oversee data entry/data management
7. Provide data quality checks and cleaning
8. Plan data analysis
9. Recommend software for proposed analysis

10. Implement data analysis
11. Summarize results
12. Prepare tables, figures, grafts
13. Technical writing/editing of manuscript
14. Review a dry run of oral presentations and slides
15. Help respond to referees of a submitted manuscript

TABLE 4. Steps to Facilitate Interaction with a Statistical
Consultant

1. Send several articles from the literature search to the
consultant, prior to your first meeting, so that he or she
may become familiar with the current knowledge base.

2. Supply the consultant with a brief statement regarding
the motivation for and importance of the proposed topic,
based on the available literature and/or other background
material.

3. Send several articles that illustrate the type of study you
would like to perform, and that illustrate the type of
statistical analysis you would like to have conducted.

4. Have a list of the people involved, their roles, and an idea
of the budget or other funding sources available to
complete the project. Be prepared to discuss compensation
for the consultant. Statisticians typically charge $50 to
$100 per hour. Also be prepared to discuss authorship on
the final manuscript, depending on the degree of input by
the statistician.

5. Be open and honest in communicating your knowledge
and areas of weakness. Immediately tell the consultant
when you do not understand him or her (it will not
become clearer later).

6. When choosing a consultant, ask about his or her
familiarity with the subject area, and make sure he or she
has the time available to assist you in your project.
Failure to confirm the amount of time available to work
on your study may result in serious delays in the data
evaluation and presentation of the research. You may
want to request a résumé or list of publications.

7. Ask for references for the statistical approach the
consultant is proposing.

8. Ask for assistance with the creation of data collection
tools and databases. Even if the statistician does not help
with these steps, make sure he or she reviews all data
collection tools and databases prior to use.

method for reducing the overall risk of a type I
error for the whole study, by reducing the maxi-
mum statistically significant p-value or a value
used for each of the individual statistical tests. The
Bonferonni correction consists of dividing the over-
all desired a by the number of tests, and using the
smaller value in interpreting the p-value of each
individual test. For example, in the study men-
tioned above, one would take the overall a of 0.05,
and divide by 6 (the total number of comparisons
desired), yielding a maximal significant p-value for
each comparison of 0.008. This latter value is
sometimes called an ‘‘adjusted’’ a. The Bonferonni
adjustment is generally a conservative adjust-
ment, and it does not take into account any cor-
relations between the different comparisons.

The downside to using the Bonferonni correc-
tion is that it controls the overall chance of com-
mitting a type I error by increasing the chance of
committing a type II error, given a particular sam-
ple size. Since each test now uses a smaller ‘‘ad-
justed’’ a, making it more difficult to achieve sta-
tistical significance, the chance that an important
difference will be missed increases. One can avoid
using the Bonferonni correction, in specific cases,
by using statistical tests that have been developed
to compare three or more groups, such as ANOVA,
the Kruskal-Wallis test, the chi-square test, and
Fisher’s exact test. These tests are useful for de-
tecting differences in three or more groups, with
relatively high power for a given sample size, and
simultaneously control the risk of committing a
type I error.

Many investigators preferentially use tests
with which they are familiar, or that are commonly
reported in the literature. However, these tests are
not necessarily the best choice for a particular type
of data or study design. Choosing the most appro-
priate statistical test for the data generated can be
quite complex, and a statistician or a mentor with

a strong statistical background should be con-
sulted in the early stages of all research endeavors.
Test selection is particularly difficult when multi-
ple measurements are made on individual subjects
(repeated or blocked measurements), data are not
normally distributed, or adjustments must be
made for baseline characteristics.

THE ROLE OF
STATISTICAL CONSULTANTS

Many investigators use statistical consultants or
experienced mentors to assist them in the design
and prestudy planning of their clinical research
projects. Such consultants can help identify poten-
tial problems within the proposal, including vague-
ness in the statement of the research question or
hypotheses, aid in the choice of study design, and
help determine sample size. Table 3 shows the
range of services a good statistical consultant can
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provide. Unfortunately, talking to a consultant can
sometimes be intimidating, especially for the nov-
ice investigator. In order to make the initial meet-
ing with the statistician easier, the steps shown in
Table 4 may be helpful.

CONCLUSIONS

The design of high-quality clinical research studies
can be difficult. A basic understanding of statistical
issues is critical to the design and analysis of all
research projects. Proper prestudy planning, and
early consultation with either a statistician or ex-
perienced research mentor, is critical to the success
of any research project.
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